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ABSTRACT 
Crowd feedback services offer a new method for acquiring 
feedback during design. A key problem is that the services 
only return the feedback without any cues about the people 
who provided it. In this paper, we investigate two cues of a 
feedback provider – the effort invested in a feedback task 
and expertise in the domain. First, we tested how positive 
and negative cues of a provider’s effort and expertise 
affected perceived quality of the feedback. Results showed 
both cues affected perceived quality, but primarily when the 
cues were negative. The results also showed that effort cues 
affected perceived quality as much as expertise. In a second 
study, we explored the use of behavioral data for modeling 
effort for feedback tasks. For a binary classification, the 
models achieved up to 92% accuracy relative to human 
raters. This result validates the feasibility of implementing 
effort cues in crowd services. The contributions of this 
work will enable increased transparency in crowd feedback 
services, benefiting both designers and feedback providers. 
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INTRODUCTION 
Crowd feedback services offer a new method for acquiring 
formative feedback during the iterative design process [37]. 
The services utilize online crowds as a simulated audience 
to collect, aggregate, and present their interpretation of a 
design [11, 21, 37]. Relative to soliciting feedback from 
peers and online communities, the benefits of these services 
include the ability to acquire feedback on-demand without 
burning social capital or needing online reputation [23], the 

integration of scaffolding to boost feedback quality [21], 
and access to a diverse and scalable audience [37]. Crowd 
feedback services can be used to acquire feedback on Web, 
product, and interaction designs, among other genres. 

An empirical study of one representative service found that 
crowd feedback helps designers improve their designs in an 
iterative process [38]. However, in that study and other 
work [21], designers reported wanting to know more about 
the providers giving the feedback. This information could 
be used for assessing the credibility of responses, weighing 
conflicting viewpoints, and prioritizing suggestions. The 
problem is that existing crowd feedback services only show 
the feedback, without any information about the providers. 
One key reason is that there is little empirical knowledge 
about what information these services should display.  

In this paper, we draw on social transparency theory [35]  to 
study how presenting two critical cues about the providers – 
their effort and expertise – affect the perceived quality of 
their feedback. For this paper, effort is how much energy a 
provider invests in performing a crowdsourced task. For 
example, for a design feedback task, effort may include 
how long a provider views the design, length and number of 
revisions of the text, and the precision of the annotation. 
Expertise refers to the level of domain knowledge. While 
expertise has been studied for assessing online content [19, 
26] and effort has been cited as critical for assessing crowd 
work [32], our work synthesizes and investigates these two 
cues for interpreting crowdsourced design feedback.  

Our investigation of these cues consisted of two studies. In 
the first study, we generated an authentic dataset of design 
feedback and asked human raters (N=2700) to review each 
response and rate its perceived quality. In the rating 
interface, we manipulated a block of text giving positive 
and negative cues of the effort and expertise of the feedback 
provider. Results showed that both cues affect judgments of 
perceived quality relative to a baseline condition (up to 
21% difference), but mainly for the negative manipulations. 
Surprisingly, we also found that indicating effort affects the 
perceived quality ratings as much as indicating expertise. 

The results argue for implementing these cues in crowd 
feedback services, e.g., to help designers interpret and 
differentiate the feedback. For expertise, system designers 
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can choose between several existing methods (e.g. [28, 30, 
33]). However, implementing cues of effort is challenging 
because it is a task-specific behavior and there has been 
little research aimed at measuring it for crowdsourced tasks. 

Our second study therefore addressed this gap. We first 
collected behavioral traces of providers performing three 
feedback tasks. Through a software tool that we developed, 
human raters viewed replays of the workers performing the 
tasks and rated the perceived effort. A novel aspect of our 
replay tool is that it masked the characters during text entry 
to focus attention on the behavior rather than the content. 
Statistical models were built to learn mappings from the 
behavioral data to the perceived effort ratings. For a binary 
classification of effort, the models achieved 92% accuracy. 
This outcome demonstrates the feasibility of implementing 
effort cues within feedback services and other crowd tasks.  

The contributions of this work are (i) empirical evidence 
showing how effort and expertise cues affect interpretations 
of crowdsourced design feedback; (ii) results indicating the 
feasibility of using statistical models for implementing 
effort cues in crowd work; and (iii) a general method and 
software tools for investigating effort in online work. Our 
contributions will enable increased social transparency in 
crowd feedback services, benefiting both the designers and 
the feedback providers. 

RELATED WORK 
We describe how our work is original relative to prior 
studies of assessing online content and situate it in context 
of social transparency theory. We also contrast our use of 
behavioral data for modeling effort in crowdsourced work. 

Assessing Online Content 
Relevant cues provided in the information environment can 
help users better judge credibility [7, 26], weigh conflicting 
views [19], make decisions [3], and prioritize suggestions. 
An important and generalizable cue is the expertise of the 
content’s author and researchers have studied how this cue 
relates to content assessment [7, 19, 26]. For example, Liao 
and Fu found that online comments showing indicators of 
high expertise were selected by users for reading more 
often than comments without such indicators [19]. In a 
large-scale study, Fogg et al. found that the presence of 
expertise cues related to more favorable perceptions of 
website credibility [7]. In our work, we are also interested 
in how expertise cues affect the assessment of online 
content. However, our work tests the effects of expertise 
cues for evaluating online design feedback, a unique type of 
content; how cues of the provider’s expertise interact with 
cues of his or her effort for the assessments; and how these 
effects are mediated by the intrinsic quality of the feedback. 

Researchers have also identified the need to consider the 
effort of the content’s author when assessing its quality, 
especially for crowdsourced work [32]. For example, one 
crowdsourcing study reported that up to 50% of the 
responses were of poor quality due in part to workers not 

investing sufficient effort into the task [16]. Our work is the 
first to study how explicit cues of effort affect the 
assessment of the quality of crowd work. Many other cues 
have also been studied for assessing content online [20, 22, 
25, 27], but our focus is on studying the cues of effort and 
expertise in a crowdsourcing context. 

Social Transparency in Online Work 
Social transparency is defined as the availability of social 
meta-data surrounding information exchange [35]. 
Receiving design feedback is one form of information 
exchange and therefore it can be situated in the framework 
of social transparency. Though social transparency points to 
many attributes of social meta-data, our work considers two: 
expertise and effort. Expertise can be regarded as an 
attribute of identity transparency because it reflects a 
person’s knowledge in the domain of interest. Effort can be 
regarded as an attribute of content transparency because it 
relates to the provider’s behavior around the creation of the 
feedback. We prioritized these two attributes because 
expertise has been shown to be important for assessing 
online content [19] while effort has been described as being 
critical for interpreting crowdsourced work [32]. 

Prior work indicates that increasing social transparency can 
improve the quality of crowdsourced work [12] and affect 
impressions of those who performed the work [22]. 
However, the focus of these prior studies was to increase 
the transparency between crowd workers whereas we are 
increasing the transparency between a designer (requester) 
and the feedback providers (workers) to help the designer 
better interpret their responses. We are also using different 
transparency cues that are relevant to a design context. 

Modeling Crowdsourced Work 
There is growing interest in modeling the behavior of 
crowd workers for improved quality control [31, 32], task 
pricing [4], and activity history [22], among others. For 
instance, Rzeszotarski and Kittur have shown that 
behavioral traces of workers can be leveraged to predict 
response quality [32]. The authors further showed that 
models of behavior could be used to cluster workers who 
share similar patterns of work [31]. In contrast, part of our 
work tests how well models of behavior can be used to 
predict perceived effort rather than response quality. To 
determine a fair price for crowd work, Cheng and Bernstein 
leverage the objective performance data of workers to 
measure the intrinsic difficulty of a task and use it to set the 
task’s price [4]. We are using the way workers perform a 
feedback task, which is subjective and open-ended, to 
model the perceived effort invested by the worker rather 
than the intrinsic difficulty of the task with the goal of 
helping designers better assess the feedback. Researchers 
have also developed models of crowdsourced work for 
completing work under budget or time constraints [9] or 
recommending tasks [1]. In contrast, our focus is on using 
behavioral traces to model perceived effort and to study its 
impact on judgments of the quality of crowd work. 



 

 

STUDY 1: METHODOLOGY 
Our first study examined how providing explicit cues of 
effort and expertise affects judgments of design feedback. 
The study addressed two fundamental research questions: 

• RQ1: How do explicit cues of a provider’s effort and 
expertise affect the perceived quality of the feedback 
provided for a design?  

• RQ2: How are the effects of these cues mediated by 
the intrinsic quality of the feedback?  

There is a large space of potential cues (social activity, 
demographics, geography, etc.), but we prioritized two to 
keep the study tractable. Expertise was included because it 
has been shown to be important for assessing online content 
[19] and because designers have reported wanting this cue 
for interpreting crowd feedback [37]. Effort was included 
because it has been previously described as important for 
assessing the quality of crowdsourced responses [32]. 

Experimental Design 
To answer these questions, we conducted a full-factorial, 
between-subjects experiment. The factors were Effort (High 
vs. Low vs. Not Given) x Expertise (High vs. Low vs. Not 
Given) x Intrinsic Quality (low=1 to high=5), giving a 
3x3x5 design. The experimental design and manipulations 
drew from similar studies testing how informational cues 
affect judgments in other domains (e.g. [2, 3, 26, 29]). 

Design Feedback Dataset 
For the experiment, we generated an authentic dataset of 
design feedback from feedback providers and developed an 
intrinsic quality score for each response. The design was the 
home page of a community college (http://parkland.edu). It 
was selected because its content should be familiar to a 
general audience, it was not too complex, and there were 
many opportunities for design improvements.  

Feedback providers were recruited from Amazon.com’s 
Mechanical Turk. A HIT was posted asking the providers 
(workers) to inspect the page and describe how it could be 
improved. The instructions also stated that feedback that 
was too short or vague would be rejected. As shown in 
Figure 1, the feedback collection interface included a screen 
capture of the page, an edit box for entering text, and a free-
form ink tool (added via JavaScript) for annotating image 
regions corresponding to the text. The ink tool supported 
multiple colors and operations such as undo and clear. The 

 

Figure 1. The user interface for collecting authentic design 
feedback from the crowd. Providers reviewed the Web design 

and left feedback using the edit box and annotation tools. 

IQ Feedback Text Annotation 

5 
(High) 

The "current students" section could 
easily be placed under the "student 
life" section. That's where I always 
found it for the homage of my 
university. I would also place "online 
learning" under academics … What is 
the difference between the two blue 
areas I circled? … Register Now should 
be at the very top of the page. …  

4 

Red - I don't see the relation in the 
quick links and having other "quick" 
links at the top. 
Yellow - Font could be larger to be more 
appealing. 
Blue - "Important" information seem 
bland; could be presented a little 
more interactive to increase circulation. 

 

3 

Make the information bar and the top 
bars more visible. They are boring and 
need to be more interesting to the 
student. Also get rid of the sign up 
for  parkland enews since that should 
put on a page for current students. 
make  your page more demanding for 
the prospective students. 

 

2 
In ability to add campus events to an 
existing calendar, such as google 
calendar or iphone. 

 

1 
(low) Styling is not good. 

 

Figure 2. The authentic design feedback sampled at each level 
of intrinsic quality for Study 1. Some text in the top row (IQ 5) 

was omitted for brevity. Participants rated the perceived 
quality of the feedback with manipulations of the effort and 
expertise of the provider who supposedly left each response. 

http://parkland.edu/


 

 

interface was designed to simulate existing crowd feedback 
services. Sixty pieces of feedback were collected, each from 
a different provider. A provider received $0.35 (US) and 
was required to have a 95% prior approval rating. 

Three judges with experience in HCI were recruited from 
our institution to review the design and then rate the quality 
of each piece of feedback. The judges had no affiliation 
with this research project. The rating was performed on a 5 
point Likert scale from 1 (lowest quality) to 5 (highest). For 
calibration, each judge first reviewed a sample of the 
feedback at different quality levels based on our own 
analysis and was encouraged to use the full range of the 
scale. A judge viewed the feedback online, one response at 
a time, and entered ratings in an online spreadsheet shown 
on a second monitor. A judge could review the feedback 
and modify the ratings until satisfied. Each judge completed 
the ratings in about one hour and received $15 (US). 

Once the ratings were collected, we averaged the three 
ratings for each feedback response and rounded to give the 
final classification, or intrinsic quality score. On the scale 
of 1 to 5, the distribution of the classifications was 16, 14, 
16, 12, and 2 respectively. Krippendorff’s alpha, a measure 
of reliability for multiple raters and categories, was 0.71, 
which represents good agreement [14]. The feedback with 
higher intrinsic quality scores typically had more words 
(µ=633.0 for level 5 vs. µ=77.9 for level 1), suggested more 
improvements, and the suggestions were more specific and 
actionable. One feedback response from each level of 
intrinsic quality was randomly selected for the experiment. 
The feedback selected for the study is shown in Figure 2. 

Experiment Interface 
The rating interface showed a feedback response, a block of 
text about the feedback provider, and interaction for rating 
the perceived quality of the feedback. Perceived quality was 
rated on a scale from 1 (low) to 5 (high). See Figure 3. 

The cues for effort and expertise were manipulated in the 
block of text, and followed a similar linguistic pattern. For 
expertise, the pattern was: “It is known that the person who 
left the feedback has $LEVEL knowledge of design.” Effort 
followed a similar pattern: “It is known that the person who 
left the feedback invested $LEVEL effort to develop the 
feedback”. $LEVEL was replaced with “minimal” and 
“significant” in the respective conditions. For example, if 
Low Effort was crossed with High Expertise, the block of 
text would read: “It is known that the person who left the 
feedback invested minimal effort to develop the feedback. 
It is also known that the person who left the feedback has 
significant knowledge of design.” For a Not Given 
condition, the respective sentence was not included. The 
block of text was a manipulation in the experiment and was 
not related to the provider who actually left the feedback. 
The blocks of text for each level of effort and expertise 
were then replicated for the feedback representing the five 
levels of intrinsic quality. All 45 conditions were 
constructed a priori. When neither sentence was provided 

(i.e. effort not given and expertise not given), the 
participant only saw the feedback and the instructions for 
rating it, thereby serving as the baseline condition for the 
feedback at each level of intrinsic quality. 

Participants 
Participants (N=2700) were recruited from Mechanical 
Turk. Participants resided in the US (84.1%), India 
(12.1%), and 46 other countries (3.8%). We did not 
anticipate age or gender effects, and therefore did not 
collect this demographic data to minimize privacy concerns 
and to reduce the overall length of the task (HIT). 

Procedure 
Upon accepting the task, the participant was randomly 
assigned to one of the 45 conditions. Each condition was 
shown using the experiment interface previously described. 
The participant was instructed to review the feedback 
response for the design and rate its perceived quality (1 to 
5). The manipulation of the text about the provider was 
integrated into the rating request, which was displayed 
below the design feedback and general task instructions. 
Participants therefore read the manipulation about the 
provider after viewing the feedback, but before rating it. 
Based on pilot testing, this placement achieved high 
likelihood that the manipulation was read. A participant 
received $0.10 (US) for performing the task. We piloted the 
task and used the mean task time to convert U.S. minimum 
wage to the payment. It was configured to require 95% 
prior approval and to allow workers to only participate  

 

Figure 3. The interface for rating the perceived quality of the 
design feedback. It showed a feedback response, a block of text 
(manipulated) about the provider, and the rating interaction. 



 

 

 
Figure 5. A graph of the perceived quality ratings collapsed 
across intrinsic quality. The legend is the same as figure 4.  

 

 once. The batch was posted on AMT from June 29th to July 
13th, 2015.  

STUDY 1: RESULTS 
We collected 3,081 ratings in total. 381 of the entries were 
discarded because they were incomplete, outliers (task time 
was two standard deviations away from the mean) or in 
excess of our target (60 per condition). The perceived 
quality ratings are shown in Figure 4 clustered by each level 
of intrinsic quality. Figure 5 summarizes the same ratings 
collapsed across intrinsic quality levels while Figure 6 
groups the ratings by the valence of the cue conditions.  

 
Figure 6. A graph of the perceived quality ratings comparing 
conditions showing only negative cues, a mix of positive and 
negative cues, and only positive cues about a provider. The 
‘negative only’ group has a mean rating significantly lower 

than the other three groups shown  (p < .05). 

For example, in Figure 6, the ‘negative only’ group 
includes the Low Effort only, Low Expertise only, and Low 
Effort / Low Expertise conditions. Likewise, the ‘positive 
only’ group includes the High Effort only, High Expertise 
only, and High Effort / High Expertise conditions. The 
other cue conditions are included in the ‘mixed’ group. 

Ratings were analyzed using a 3-way ANOVA with Effort, 
Expertise, and Intrinsic quality as factors. Bonferroni 
corrections were applied to pairwise comparisons to control 
for familywise error. The statistical results are summarized 
in Table 1. As a manipulation check, we analyzed the task 
time and found that raters spent more time on the task in the 
cue conditions (µ=57s) than in the control (µ=47s; 
t(2698)=3.15; p<.01). This confirms the cues were read. 
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Figure 4. The graph shows the mean quality ratings across conditions (best in color, colors chosen from a color-blind safe palette). 
The x-axis clusters the conditions at the five levels of intrinsic quality. In each cluster, the left bar is the baseline and the bars are 
ordered from the most negative (left) to the most positive (right) cues given about the provider. For the legend, L=Low, H=High, 

E=Effort, X=Expertise, NG=Not given. For example, HE / LX is the High Effort / Low Expertise condition. Standard error = 0.023. 
The conditions under the horizontal markers are significantly different from the respective baseline (p < .05).  
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Results showed an interaction effect between effort and 
expertise (row E:X in Table 1). Relative to the mean of the 
five baseline conditions (µ=3.49), signaling low effort 
regardless of expertise lowered the mean rating of 
perceived quality (µ=2.97, p<0.001). Signaling low 
expertise regardless of effort also lowered the mean rating 
(µ=2.97, p<0.001). However, when these cues were 
combined, the ratings of perceived quality were the lowest 
(µ=2.74, p<0.001). See Figures 5 and 6. In this case, the 
perceived quality of the feedback was reduced by 21% 
relative to the mean of the baselines. This pattern was 
consistent for the feedback at each level of intrinsic quality 
(see Figure 4) and is further supported by the lack of a 
three-way interaction. 

Interestingly, the mean of the Low Effort only cue 
condition (µ=2.89) was lower than the Low Expertise only 
cue condition (µ=2.99, p<0.001). Knowing that a feedback 
provider did not invest effort into the task reduced 
perceptions of the work quality more than knowing that the 
provider only had minimal knowledge of the domain. 

It was also surprising that when positive cues about a 
provider were shown (high effort or high expertise), the 
ratings of perceived quality were largely unaffected. For 
example, the mean rating in the High Effort / High 
Expertise condition (µ=3.53) was close to the mean of the 
baselines (µ=3.49, n.s.). Intrinsic quality also had a 
significant main effect on the ratings of perceived quality, 
as expected, but did not interact with the other two factors.  

Discussion 
The main results of the experiment were (i) showing cues of 
a provider’s effort and expertise affect judgments of the 
quality of their feedback; (ii) negative cues had the largest 
effect on ratings of perceived quality, reducing ratings up to 
21% relative to the baseline conditions, while positive cues 
had little impact; and (iii) effort cues were weighed 
similarly to expertise cues for judging feedback quality. 

One immediate implication of our results is that a crowd 
feedback service should foreground the cues only when a 

provider exhibits unusually low effort or knowledge (the 
outliers) rather than when the cues are satisfactory 
(common case). This pattern would enable differentiation of 
the feedback responses without imposing the cognitive 
burden of having to interpret the cues for every response.  

An interesting pattern in the results is that the negative cues 
led to reduced ratings of feedback quality without a 
commensurate increase in ratings for the positive cues. This 
pattern is consistent with the “negativity bias” in 
psychology showing that negative information influences 
evaluations more than positive information [14]. A potential 
mechanism driving this bias is that negative information is 
more memorable and seen as more non-normative [15]. The 
lack of influence of the positive cues may be due in part to 
participants assuming a certain level of effort and expertise 
on behalf of the providers in the baseline conditions. The 
positive cues were therefore only serving to reaffirm these 
assumptions.  

Our results are consistent with a study by Carr and Walther 
reporting that positive cues did not lead to more favorable 
impressions of an evaluation target (job candidate) relative 
to a control [3]. However, the results of that work did not 
show a negativity bias which was present in our data. The 
difference may be due to different evaluation targets (job 
candidates in [3] vs. task outcomes in our study) or the style 
of cue presentation (inferred from anecdotes in [3] vs. 
explicitly given in our study). In [22], Marlow and Dabbish 
report that when evaluators are first shown positive cues of 
work history, their impressions of the worker are unaffected 
by subsequent work quality. In our study, the ratings were 
affected by the feedback (work) quality but not by the 
positive cues. The inconsistency could be due to differences 
in the experimental designs. For example, evaluators were 
shown an initial assessment of work history in [22] but not 
in our study. The targets were also different (people in [22] 
vs. task outcomes in ours). Other differences include the 
style, granularity, and number of cues presented, as well as 
different task domains. Future work is needed to tease apart 
these effects. 

Affective priming theory potentially offers an alternative 
explanation of our results [18]. Signaling low effort or 
expertise could be considered a negative prime. We are 
skeptical of this explanation for two reasons. First, the cues 
about the provider (the prime) were read after reviewing the 
feedback, whereas priming typically requires seeing this 
information first. Second, if acting as an affective prime, 
one would expect to see increased ratings of quality for the 
positive cues, which were not present in the data collected. 
Additional aspects and implications of our study will be 
discussed in the General Discussion. 

In our study, manipulating the effort and expertise cues was 
straightforward. But how could these cues be determined in 
a real-world crowdsourcing or other platform where the 
feedback exchange is typically remote and anonymous? For 
expertise, system designers could apply known techniques 

 df SS MS F p-value 

Intrinsic quality 4 970.4 242.59 240.284 <0.0001** 

Effort 2 89.3 44.64 44.214 <0.0001** 

Expertise 2 96.7 48.37 47.909 <0.0001** 

E:X 4 16.6 4.16 4.12 0.0025** 

I:E 8 8.5 1.07 1.056 0.39 

I:X 8 9.6 1.2 1.191 0.30 

I:E:X 16 10.9 0.68 0.674 0.82 

Residuals 2655 2680.5 1.01   
Table 1.  Summary of three-way ANOVA applied to the 

perceived quality ratings. ** = significance at 0.01.  



 

 

such as performance-based assessments [33], aptitude tests 
[5, 28], or peer prediction [30]. For effort, however, there 
has been little research aimed at measuring it in a crowd 
context. Solutions such as self-reports may be ineffective 
due to strong biases against negative self-assessment (e.g. 
would workers really report that they made little effort on a 
task?), especially if linked to negative outcomes such as 
having the work rejected on a paid platform [4].  

We therefore report on a second study which tests whether 
recording behavioral data collected during a design 
feedback task could be leveraged to predict the overall 
effort perceived by human raters. The study also contributes 
a new method for judging effort in an experimental setting.  

STUDY TWO: METHODOLOGY 
In study two, we explore the use of behavioral data for 
modeling perceived effort for design feedback tasks in a 
crowdsourcing context. The approach was to first collect 
behavioral data from providers leaving feedback for three 
designs and independent ratings of their perceived effort. 
We then built statistical models to learn mappings from 
features derived from the behavioral data to the ratings. 

Behavioral Data Set 
To collect behavioral data, we instrumented the feedback 
collection interface described in Study 1. See Figure 1. The 
interface was therefore used to collect both the feedback 
and the behavioral data for this study. Feedback and the 
associated behavioral data was collected for three Web 
designs; the home page of a community college (shown in 
Figure 1), an event organization site (http://evite.com), and 
a site for disseminating recorded talks (http://ted.com). The 
latter two sites along with some of the feedback provided 
are shown in Figure 7. 

Using scripts added to the collection interface, we recorded 
the task behavior of the provider including mouse activity, 
keystrokes, interface and window actions, and start and end 
times for the main parts of the task. All events were time 
stamped. The scripts did not interfere with performing the 
task. Providers were not aware of this data collection.  

The feedback collection interface was developed to aid the 
timings. For instance, after reading the general instructions, 
the provider had to select a button to reveal the design 
image and begin leaving feedback. This allowed us to 
record the preparation time (time from the onset of the task 
to the reveal of the image) and the design review time (from 
the reveal of the image to the first action). Sixty feedback 
responses were collected for each design, giving 180 total. 

Replay Tool 
Effort is how hard a provider works to give feedback on a 
design (e.g. how long did s/he view the design) and needs 
to be judged based on his or her behavior rather than on the 
content of the response. For instance, if a provider gave 
useful feedback but the content was blindly pasted from 
another source, then their effort on the task was minimal. 

 Features Explanation Gain (rank) 

A
nn

ot
at

io
n 

Bounding 
box area 

Area of bounding box for the 
annotation 0.29 (7) 

Bounding 
box percent 

Size of bounding box relative to 
the design image 0.28 (8) 

Stroke colors Number of colors used for the 
annotation 0.18 (9) 

Covered 
area 

Percent of pixels in bounding 
box covered by the annotation 0.18 (10) 

Max speed Maximum cursor speed 0.15 (12) 

Average 
speed Average cursor speed 0.14 (14) 

Max 
acceleration Maximum cursor acceleration 0.13 (15) 

Strokes Number of strokes used for the 
annotation 0.12 (17) 

Average 
acceleration Average cursor acceleration 0.12 (18) 

Overpaints Pixels painted by multiple 
strokes 0.06 (20) 

Undos Number of stroke undos 0 

Te
xt

 E
nt

ry
 

Words Word count of the text 0.64 (1) 

Characters Character count of the text 0.59 (2) 

Deletions Number of deletions during text 
entry 0.37 (4) 

Pauses Number of pauses longer than 
two seconds when entering text 0.36 (5) 

Text ratio Ratio of total annotation time to 
total time entering text 0.34 (6) 

Longest word Length of the longest word in 
the text 0.25 (9) 

Average 
word length Average word length of the text 0.17 (11) 

Insertions Number of char insertions 0.14 (13) 

Typing speed Average speed for typing the 
text 0.13 (16) 

Control 
actions 

Total number of actions on the 
annotation control panel 0.07 (19) 

Ti
m

in
gs

 

Task time Total time spent on the task 0.40 (3) 

Prepare time 
Time taken to read the general 
description (from start of task to 
selection of “start feedback”) 

0 

Image review 
Time taken to review the design 
(from selection of “start 
feedback” until first action). 

0 

Task review Time from last action until the 
task is submitted. 0 

Table 2. The features used for modeling perceived effort. 
The right column shows the information gain scores and 

(rank) for each feature for the binary classification. Within 
each category, the features are ordered by their rank. 
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To enable effective judgments of effort, we built a tool that 
read the behavioral data and replayed (in the form of a 
video) the provider performing the task. To minimize 
influence from the feedback content, each character entered 
in the edit box was replaced with an ‘x’. The purpose was 
to focus the judges’ attention on the behavior (e.g. typing 
speed and content revision), rather than the content itself. If 
the idle time between actions was longer than five seconds, 
the tool enabled a “skip” button for jumping to the next 
recorded action. If the tool found a top-level window focus 
event during the idle time, it displayed a message that the 
provider switched to another window. 

Judges 
Three graduate students from our institution were recruited 
to judge the effort made by each feedback provider using 
the replay tool. The students were not affiliated with the 
project and did not participate in Study 1. Performing the 
ratings took about three hours and each judge was paid $85.  

Procedure 
After informed consent, judges received an overview of the 
study along with a description of effort - how much energy 
the provider invested in providing the feedback. Judges 
were presented with a sample of the replays to calibrate 
their ratings. The researchers informed the judges that they 
were free to develop their own criteria for judging the effort 

observed but suggested considering aspects of the entered 
text, annotation, and duration. The judges rated the effort on 
a scale from 1 (low effort) to 5 (high effort). Ratings could 
only be made at the end of a replay and were entered into a 
spreadsheet shown on a second monitor. Judges were 
allowed to revisit replays and modify their ratings until 
satisfied. Each judge rated the effort of the 180 providers 
who gave feedback. The three ratings of each provider were 
then averaged to produce the final rating. Though the size 
of the data set was modest, it was sufficient for testing the 
feasibility of mapping the behavioral data to the ratings. 

Features 
We created 25 features from the behavioral data and these 
are shown in Table 2. The features were derived from 
discussions with the judges about what observed behaviors 
affected their ratings, our experience piloting the tasks and 
data collection, and prior work [8, 32]. The features are not 
exhaustive, but do provide a reasonable starting point for 
exploring statistical models of perceived effort. A feature 
vector was created for each feedback response. 

STUDY 2: RESULTS 
The rating distribution of the judges is shown in Figure 8 
and was nearly uniform (µ=3.0). This validates that the 
feedback providers (workers) performed the feedback tasks 
with varying levels of effort. Krippendorff’s alpha was 
0.79, indicating good agreement among the judges. The fact 
that judges could agree on the effort observed suggests that 
statistical models could also learn the mappings. 

All models were built using support vector machines in 
Weka 3.6 [18] and tested using ten-fold cross validation. 
Alternative statistical models including logistic regression, 
naive Bayes, and decision trees were also explored. These 
models produced similar results to what is reported below. 

As a first step, we created models that learned mappings 
from the features to the five levels of effort. The results are 
summarized as a confusion matrix in Table 3 (left). The 
overall accuracy was 65%, precision was 0.65, recall was 
0.64, and the F-measure was 0.64. From the table, the most 
egregious errors (e.g. actual low effort predicted as high 
effort or vice versa.) were rare. The accuracy was modest, 
but may be improved by training on a larger data set and 
extracting additional features from the behavioral data. 

 

 

Figure 7. The two additional Web designs for which crowd 
feedback and behavioral data was collected for modeling 

perceived effort. The task instructions and annotation panel 
were omitted here but were the same as shown in Figure 1. 

 Predicted Rating   

A
ct

ua
l R

at
in
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 1 2 3 4 5   1 2 

1 21 7 0 1 0  1 91 6 

2 3 30 10 0 0  2 8 75 

3 0 11 20 4 1     
4 0 4 10 18 7     
5 0 0 0 7 26     

Table 3. The confusion matrices for predicting five levels 
and two levels of effort (1 = lowest effort). 



 

 

As an alternative to predicting the five levels of effort, we 
simplified the problem to a binary classification; effortful 
(ratings of 3, 4 or 5) and not effortful (ratings of 1 or 2). A 
binary classification would be easier to interpret and would 
be consistent with the two levels of effort manipulated in 
Study 1. A model was trained using the same data, but now 
for the binary classification. The accuracy was markedly 
improved (92%). Precision, recall, and the F-measure were 
all 0.92 and the results are shown in Table 3 (right). To 
determine which of the features contributed most to the 
classification, we performed feature selection using the 
information gain metric in Weka. The gain scores for each 
feature and their rank are shown in the right column of 
Table 2. The length of the text, total time on task, revisions 
made to the text, typing pauses to (presumably) review the 
design, and multiple colors in the annotation were among 
the features that contributed most to the classification.  

GENERAL DISCUSSION 
The results from Study 2 showed that it is feasible to model 
perceived effort for crowdsourced design feedback with up 
to 92% accuracy. There are at least two ways that crowd 
feedback services could apply this finding. One way is for 
the service to model the perceived effort of the providers 
and display the classifications (cues) for the designer. As 
discussed from the results in Study 1, the services should 
only foreground the cues when they would be most 
beneficial for differentiating the feedback (e.g. to signal 
unusually low effort or domain knowledge). A second way 
would be for the service to use the models to automatically 
reject low effort work and acquire more effortful responses. 
This approach would trade feedback generation time for a 
set of responses that are likely to be of higher quality. In 
fact, there was a strong positive correlation (Pearson’s r = 
0.82, p<0.001) between the ratings of perceived effort and 
quality for the feedback data set shared between the two 

studies in this paper. 

We modeled perceived effort for crowdsourced design 
feedback, but the approach generalizes to other tasks where 
users must judge subjective responses from the crowd. Such 
judgments can be found in work on crowd-based ideation 
[34], content summarization [17], and social data analysis 
[36]. Leveraging our methodology from Study 2, including 
the behavioral data collection and replay tools, researchers 
and system designers can build statistical models for their 
own tasks. It may also be possible to build a more general 
model by considering only lower-level features independent 
of the task type and training it on a larger data set [6]. A 
generalized model should also consider a worker’s effort 
invested outside of the task environment, such as reviewing 
content on external sites to prepare for the task. One 
practical way to capture this effort is to prompt the worker 
(e.g. paste the URLs of sites reviewed) in the task interface. 
The model could then consider the content and estimated 
time spent on the external sites. 

Logging behavioral data to make effort visible in a crowd 
service could raise privacy concerns. However, it could also 
lead to practices favorable for workers. For example, crowd 
services could enable users to pay bonuses based on the 
effort invested by workers. Workers may also improve their 
performance if they are able to view and reflect on their 
own effort, and possibly command higher pay with a 
reputation of effortful responses. The reputation could 
reflect the effort modeled for the individual tasks as well as 
the worker’s propensity to perform sequences of tasks 
beyond the minimum. In addition to showing cues that 
summarize effort, a service might also show how the 
worker’s logged behavior compares to other workers for the 
same task. This could be used to explain the cues or to 
improve performance by showing replays of effortful work 
as exemplars. Requesters can also benefit from making 
effort visible beyond aiding the interpretation of responses. 
For example, a large fraction of low effort responses may 
signal ineffective task design rather than malicious behavior. 

The results from Study 1 showed that expertise cues also 
factor into judgments of feedback quality. Expertise 
measures could be implemented as qualification or 
screening tasks that gauge relevant aptitudes [5, 28], 
measure peer prediction ability [30] or apply performance-
based assessments [33]. Future work could also explore 
extending models of user interface skill (e.g. [10, 13]) to 
model the domain expertise of crowd workers.  

The manipulations of effort and expertise cues in Study 1 
were achieved using specific phrasings of text. Researchers 
have already shown that different representations can have 
different influences over the evaluation of work quality [24]. 
This thread of research could therefore be extended to study 
different phrasings and granularities of the cues used in our 
study and in context of design feedback. It would be also 
interesting to study whether the cues always need to be 
displayed or only when needed to differentiate the feedback. 

 

Figure 8. The distribution of ratings of the perceived effort 
invested by providers for the feedback tasks. There was good 
agreement overall and the distribution was close to uniform.  
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FUTURE WORK 
Beyond the opportunities already discussed, we see several 
exciting directions for future work. One direction is to 
implement effort and expertise cues into an existing crowd 
feedback service and study how designers learn to leverage 
the cues for interpreting the feedback and making decisions, 
and how the benefits may be offset by the cognitive load or 
time needed for assessing the cues. It would also be 
interesting to study how the feedback providers react to the 
implementation of the cues. A second direction is to 
conduct experiments testing how a broader range of cues 
(beyond effort and expertise) affect judgments of subjective 
responses from the crowd. Ideally, researchers could tease 
out the optimal set of cues that provide the most benefit 
with the least computational and cognitive overhead. 
Another interesting direction is to compare perceived and 
self-reported effort or other similar cues. Finally, in contrast 
to showing cues of the feedback provider, it would be 
interesting to study how providing information about the 
designer may influence the quality of the feedback 
responses and the effort invested by the crowd. 

CONCLUSION 
Designers can leverage crowd services to quickly generate 
large quantities of feedback on in-progress designs. A key 
problem is that these services only present the feedback and 
do not display additional cues for helping designers weigh 
the responses. Our work has made three key contributions 
addressing this problem. First, we report empirical results 
showing that two cues – effort and expertise – affect the 
perceived quality of crowdsourced design feedback and that 
the effects are most pronounced for negative indicators of 
effort or expertise. Surprisingly, we also found that cues of 
effort affected the perceived quality as much as expertise.  

Second, to fill a gap in the literature, we demonstrated the 
feasibility of building statistical models that use behavioral 
data to classify levels of perceived effort on feedback tasks. 
For binary classification the models achieved 92% accuracy 
relative to human raters. This modeling approach can be 
used to implement effort cues in existing feedback services. 
Finally, our work contributes a general method and tools for 
studying effort in online work. Others can also leverage this 
contribution to build and test statistical models of effort for 
other crowdsourced tasks. The tools can be downloaded 
from https://github.com/uiuc-crowd-research/chi2016. We 
are enthusiastic that our contributions can bring increased 
transparency to crowd feedback services, which will be 
beneficial for both the users of these services and those who 
perform the work. 
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